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A VARIATIONAL APPROACH TO THE EIGENFUNCTIONS OF THE

ONE PARTICLE RELATIVISTIC HAMILTONIAN

VITTORIO COTI ZELATI AND MARGHERITA NOLASCO

Abstract. In this note we give a variational characterization of the eigenvalues and
eigenvectors for the operator

H = H0 + V =
√

−c2∆ + m2c4 + V,

where H0 is the relativistic (free) Hamiltonian operator and V is a real valued potential.

Our results hold when V (x) = − 1
|x| and H describe a relativistic atom.

The characterization we give for the eigenvectors is useful in proving regularity and

exponential decay of the solutions — properties which have been object of investigation
by B. Simon with different techniques.

1. Introduction and main results

In this note we give a variational characterization of the eigenvalues and eigenvectors (see
Theorem 1) for the operator

H = H0 + V =
√
−c2∆ +m2c4 + V,

where H0 is the relativistic (free) Hamiltonian operator – which has been used to study
models where relativistic effects became relevant – and V is a real valued potential. Our
results hold when V (x) = − 1

|x| and H describe a relativistic atom.

The characterization we give for the eigenvectors is useful in proving properties — such
as regularity (see Theorem 3) and exponential decay of the solutions (see Theorem 2) —
which have been object of investigation by B. Simon with different techniques in [16].

In order to describe our results, let us recall that to the operator H0 can be defined for all

f ∈ H1(R3) as the inverse Fourier transform of the L2 function
√
c2|p|2 +m2c4 f̂(p) (where

f̂ denotes the Fourier transform of f). To H0 we can associate the following quadratic form

Q(f, g) =

∫
R3

√
c2|p|2 +m2c4 f̂(p)ĝ(p) dp
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which can be extended to all functions f, g ∈ H1/2(R3) where

H1/2(R3) =
{
f ∈ L2(R3)

∣∣ ∫
R3

(1 + |p|)|f̂(p)|2 dp < +∞
}
.

see for example [13] for more details.
On the potential V we assume

(h1) V ∈ L3
w(R3) + L∞(R3), V ∈ L∞(R3 \BR0) for some R0 > 0 and

(i) lim
R→+∞

‖V ‖L∞(|x|>R) = 0;

(ii) lim
R→+∞

sup ess|x|>R V (x)|x|2 = −∞.

(h2) V is H0 - form bounded with bound less than 1, i.e. there exists a ∈ (0, 1) such that

|(φ, V φ)
L2 | ≤ a(φ,H0φ)

L2

for all φ ∈ H1/2(R3;C);

Remark 1. The above assumptions are similar to those used in the study of the character-
ization and computation of the eigenvalues for the Dirac-Coulomb Hamiltonian, to which
our problem is related, see [8, 9] and references therein.

Remark 2. We recall that Lqw(RN ), the weak Lq space, is the space of all measurable
functions f such that

sup
α>0

α|
{
x
∣∣ |f(x)| > α

}
|1/q < +∞,

where |E| denotes the Lebesgue measure of a measurable set E ⊂ RN . Note that f(x) =
|x|−1 does not belong to any Lq-space but it belongs to L3

w(R3). (see e.g. [13] for more
details).

Remark 3. The validity of (h2) when V is the Coulomb potential of a nucleus with Z protons

(1.1) V (x) = −Ze
2

|x|
(in cgs units)

follows from important inequalities. Let us recall them here.

Hardy: for all ψ ∈ H1(R3)

‖|x|−1ψ‖
L2 ≤ 2‖∇ψ‖

L2 ≤
2

c~
‖
√
−c2~2∆ +m2c4ψ‖

L2

Kato, Herbst [10]: for all ψ ∈ H1/2(R3)(
ψ, |x|−1ψ

)
L2
≤ π

2

(
ψ,
√
−∆ψ

)
L2

≤ π

2c~

(
ψ,
√
−c2~2∆ +m2c4ψ

)
L2

Note that (h2) is satisfied for the electrostatic potential provided 0 < Z < 68 by Hardy and
provided 0 < Z < 87 by Kato.

Let us recall that the operator
√
−c2∆ +m2c4, exactly as for the fractional Laplacian,

can be related, following [3], to a Dirichlet to Neumann operator (see also [2] and [5, 6, 7]
for more closely related models).

To show this, we take a given function u ∈ S(R3) with Fourier transform û and let

v(x, y) =
1

(2π)3/2

∫
R3

eip·yû(p)e−
√
c2|p|2+m2c4x dp.
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be the solution of the Dirichlet boundary problem{
−∂2

xv − c2∆yv +m2c4v = 0 in R4
+ =

{
(x, y) ∈ R× R3

∣∣ x > 0
}

v(0, y) = u(y) for y ∈ R3 = ∂R4
+.

Setting

T u(y) =
∂v

∂ν
(0, y) = −∂v

∂x
(0, y);

we have that

T u(y) = −∂v
∂x

(0, y) =
1

(2π)3/2

∫
R3

eip·y
√
c2|p|2 +m2c4 û(p) dp

namely T =
√
−c2∆y +m2c4 = H0 on the dense domain S(R3).

We consider the functional I(φ) defined on H1(R4
+,C)

(1.2) I(φ) =

∫∫
R4

+

(|∂xφ|2 + c2|∇yφ|2 +m2c4|φ|2) dx dy +

∫
R3

(φ
tr
, V φ

tr
) dy

where φ
tr
∈ H1/2 denotes the trace of φ ∈ H1 on ∂R4

+ = R3.
We have the following existence and characterization results for the eigenvalues and eigen-

functions, where we always assume m > 0.

Theorem 1. Let m > 0 and (h1)-(h2) hold. Then there exist λ1 ≤ λ2 ≤ . . . ≤ λk ≤ . . . and
φ1, φ2, . . . , φk, . . . ∈ H1(R4

+,C) such that, for all k ∈ N

λk = I(φk) = inf
Xk
I(φ)

where

X1 =
{
φ ∈ H1

∣∣ |φtr|L2 = 1
}
.

and, for 1 < k ∈ N

Xk =
{
φ ∈ H1

∣∣ |φtr|L2 = 1, (φtr, (φi)tr)L2 = 0, i = 1, . . . , k − 1
}
.

Moreover {λk}k≥1
∈ σdisc(H0 + V ) and

0 < λ1 ≤ . . . ≤ λk ≤ λk+1 → inf{σess(H0 + V )} = mc2 for k → +∞.

The functions ϕk = (φk)tr ∈ H1/2(R3,C) are the eigenfunctions of the operator H0 + V ,
and the functions φk ∈ H1(R4

+,C) are weak solution of the Neumann problem

(E
k
)

−∂
2
xφk − c2∆yφk +m2c4φk = 0 in R4

+

∂φk
∂ν

+ V ϕk = λkϕk on ∂R4
+ = R3.

The following Theorems give some properties of the eigenfunctions: regularity and expo-
nential decay.

Theorem 2 (exponential decay). Let m > 0 and (h1)-(h2) hold. Let φk ∈ H1(R4
+,C) (and

ϕk = (φk)tr) be the functions given by the Theorem 1.

Then for all 0 ≤ β <
√
m2c4 − λ2

k there exists R > 0 such that e
β
c |y|ϕk ∈ L2(R3 \BR).

Remark 4. Several authors have investigated the asymptotic behaviour of eigenfunctions.
Let us recall here the classical book by Agmon [1] and [14, 15, 4].
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Theorem 3 (regularity). Let φk ∈ H1(R4
+,C) (and ϕk = (φk)tr) be the functions given by

the Theorem 1 and R0 be given by (h1).
Then we have

(i) φk ∈W 1,q([0, r)× (R3 \BR0
)) for any q ∈ [2,∞], r > 0;

(ii) φk ∈ C0,α([0,+∞)× (R3 \BR0
)) for any α ∈ [0, 1] and ϕk ∈ C0,α(R3 \BR0

);
(iii) if in addition V ∈ L3

loc(U) for some U ⊂ R3 then for every V ⊂⊂ U (i.e. such that
its closure is compact in U) φk ∈W 1,p([0, r)× V) for any p ∈ [2,∞) and r > 0 and
ϕk ∈ C0,α(V) for any α ∈ [0, 1).

2. Proof of Theorem 1

We divide the proof of Theorem 1 in several steps.

2.1. Notation and preliminary results. With ‖u‖p we will denote the norm of u ∈
Lp(R4

+) and with |v|p the norm of v ∈ Lp(R3).
We introduce the following (equivalent) norm in H1(R4

+,C)

‖φ‖2
H1

=

∫∫
R4

+

(|∂xφ|2 + c2|∇yφ|2 +m2c4|φ|2) dx dy.

and the following norm in the weak Lq-space:

|f |
L
q
w

= sup
{
|A|−1/r

∫
A

|f(x)| dx
∣∣ A ⊂ R3,measurable, 0 < |A| < +∞

}
where 1/q+1/r = 1. For the weak Lq spaces the following generalization of the weak Young
inequality holds:

Proposition 1 (see [11, thm. 2.10]). Let f ∈ Lqw(RN ), g ∈ Lq′w (RN ) and h ∈ Lp(RN ) with
1
q + 1

q′ = 1 and 1 < p < q. Then

(2.1) ‖f(g ∗ h)‖p ≤ C‖f‖q,w‖g‖q′,w‖h‖p.

From this we deduce the following result:

Lemma 1. Let V ∈ L3
w(R3) and f ∈ H1/2(R3).

Then

(2.2) ||V |1/2f |
L2 ≤ C|V |1/2L3

w

|f |
H1/2

.

Proof. Follows from [12, (42)] that the Green function Gµα of (−∆ + µ2)α/2 belongs to

L
3/(3−α)
w (R3) if µ ≥ 0 and 0 < α < 3.
Then, given f ∈ H1/2(R3), let h = (−∆ + µ2)1/4f ∈ L2(R3), f = Gµ1/2 ∗ h. From the

weak Young’s inequality above (2.1), we deduce

||V |1/2f |
L2 = ||V |1/2(Gµ1/2 ∗ h)|

L2 ≤ C||V |1/2|L6
w
|Gµ1/2|L6/5

w

|h|
L2

≤ C|V |
L3
w
|(−∆ + µ2)1/4f |

L2 ≤ C|V |1/2L3
w

|f |
H1/2

.

�
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We also recall that for all v ∈ C∞0 (R4)∫
R3

|v(0, y)|2dy =

∫
R3

dy

∫ 0

+∞
∂x|v|2dx ≤ 2‖v‖

L2(R4
+

)
‖∂xv‖

L2(R4
+

)

and by density we get for all φ ∈ H1 and any α > 0

(2.3) α

∫
R3

|φ
tr
|2 dy ≤

∫∫
R4

+

(|∂xφ|2 + α2|φ|2) dx dy.

This implies in particular that the quadratic form (kinetic energy)

(2.4) T (φ) =

∫∫
R4

+

(|∂xφ|2 +m2c4|φ|2) dxdy −mc2|φtr |2L2
≥ 0

is positive definite.
We introduce the differential dI(φ) : H1 → R of the functional I

dI(φ)[h] = 2 Re

∫∫
R4

+

(
(∂xφ, ∂xh) + c2 (∇yφ,∇yh) +m2c4 (φ, h)

)
dx dy

+ 2 Re(φtr, V htr)L2

The following property can be easily verified.

Lemma 2. For w ∈ H1(R4
+), let u = wtr ∈ H1/2(R3) be the trace of w, û = F(u) and

v(x, y) = F−1
y

[
û(p)e−

√
c2|p|2+m2c4x

]
.

Then v ∈ H1(R4
+), ‖v‖H1(R4) = ‖u‖H1/2(R3), and∫

R3

√
c2|p|2 +m2c4 |û|2 dp =

∫∫
R4

+

(|∂xv|2 + c2|∇yv|2 +m2c4|v|2) dx dy

≤
∫∫

R4
+

(|∂xw|2 + c2|∇yw|2 +m2c4|w|2) dx dy.

In other words

(2.5) ‖wtr‖2H1/2 = (wtr, H0wtr)L2 ≤ ‖w‖2H1 for every w ∈ H1(R4
+)

2.2. Existence of the ground state. We consider the following minimization problem :

(P
1
) λ1 = inf

φ∈S
I(φ).

where S =
{
φ ∈ H1

∣∣ |φtr|2L2 = 1
}

.

Lemma 3. The following holds:

(i) I(φ) is bounded by below and coercive on H1,
(ii) 0 < λ1 < mc2.

Proof. (i) Let φ ∈ H1, ϕ = φtr. From (h2) and (2.5), there exists a ∈ (0, 1) such that

(ϕ, V ϕ)L2 ≥ −a(ϕ,
√
−c2∆ +m2c4 ϕ)

L2

≥ −a
∫∫

R4
+

(|∂xφ|2 + c2|∇yφ|2 +m2c4|φ|2) dx dy
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Therefore, we may conclude that there exists δ > 0 such that I(φ) ≥ δ‖φ‖2
H1

.

(ii) From (i) immediately follows that λ1 > 0. Now take φ(x, y) = e−mc
2xϕ(y), with

ϕ ∈ C∞0 (R3,C), and |ϕ|
L2 = 1, we have

I(φ)−mc2 =
1

2m

∫
R3

|∇ϕ|2 +

∫
R3

V |ϕ|2 dy = E(ϕ)

Take, now ϕ
η
(y) = η

3/2

ϕ(ηy), we have |ϕ
η
|
L2 = 1, for any η > 0 and setting φ

η
(x, y) =

e−mc
2xϕη (y)

λ1 −mc2 ≤ inf
η>0

I(φ
η
)−mc2 = inf

η>0

E(ϕ
η
) =

= inf
η>0

η2 1

2m

∫
R3

|∇ϕ|2 dy +

∫
R3

V (η−1y)|ϕ|2 dy.

By (h1), for any K > 0 there exists R > 0 such that for any |y| > R we have V (y) ≤
−K/|y|2 a.e.. Hence

(ϕ, V (η−1y)ϕ)
L2 =

∫
{η−1|y|≤R}

V (η−1y)|ϕ|2 +

∫
{η−1|y|>R}

V (η−1y)|ϕ|2

≤ η3 sup
|y|≤ηR

|ϕ(y)|2
∫
{|y|≤R}

|V (y)| −Kη2

∫
{|y|>ηR}

1

|y|2
|ϕ|2

≤ C(η3 −Kη2)

where the constant C > 0 depends on ϕ and R, and K > 0 is arbitrarily large.
We immediately conclude that for any given ϕ ∈ C∞0 (R3;C)

lim sup
η→0+

1

η2
(ϕ, V (η−1y)ϕ)

L2 = −∞

which implies that λ1 −mc2 < 0. �

Letting G(φ) = |φtr|2
L2

we have that S =
{
φ ∈ H1

∣∣ G(φ) = 1
}

and the tangent space at

S at the point φ ∈ S is the set

TφS =
{
h ∈ H1

∣∣ dG(φ)[h] = 2 Re(φtr, htr)L2 = 0
}

and that ∇SI(φ), the projection of the gradient on the tangent space TφS to S at the point
φ is given by

∇SI(φ) = ∇I(φ)− µ(φ)∇G(φ)

where ∇I(φ) ∈ H1 is such that

(∇I(φ), h)
H1 = dI(φ)[h] = 2 Re(φ, h)

H1 + 2 Re(φtr, V htr)L2 for all h ∈ H1,

∇G(φ) ∈ H1 is such that

(∇G(φ), h)
H1 = dG(φ)[h] = 2 Re(φtr, htr)L2 for all h ∈ H1,

and µ(φ) ∈ R is such that ∇SI(φ) ∈ TφS. Then

0 = (∇G(φ),∇SI(φ))
H1 = (∇G(φ),∇I(φ))

H1 − µ(φ)‖∇G(φ)‖2
H1

and

µ(φ) =
(∇G(φ),∇SI(φ))

H1

‖∇G(φ)‖2
H1
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From

(∇SI(φ), φ)
H1 = (∇I(φ), φ)

H1 − µ(φ)(∇G(φ), φ)
H1

= 2I(φ)− 2µ(φ)G(φ) = 2I(φ)− 2µ(φ)

we also deduce that

(2.6) µ(φ) = I(φ)− 1

2
(∇SI(φ), φ)

H1

We now recall the following well known result

Lemma 4. There exists a Palais-Smale minimizing sequence φn for I on the set S =
{
φ
∣∣

|φtr|2L2 = 1
}
, that is a sequence such that, denoting ϕn = (φn)tr,

I(φn)→ λ1, ∇SI(φn)→ 0, |ϕn|2L2 = 1

Proof. Assuming that the result does not hold, one deduces that there exist ε > 0, δ > 0
such that ‖∇SI(φ)‖ ≥ δ > 0 for all φ ∈ S such that λ1 − ε < I(φ) < λ1 + ε. Then one can
build a gradient flow η′ = ∇SI(η), which leaves S invariant and pushes {I < λ1 + ε} ∩ S
into {I < λ1 − ε} ∩ S, a contradiction.

The Lemma also follows from Ekeland’s variational principle. �

Lemma 5. Let φn be a Palais Smale sequence at some level λ ≥ 0 for I on S. Let
ϕn = (φn)tr.

If ϕn ⇀ 0 in H1/2 then

(ϕn, V ϕn)
L2 → 0.

Proof. Since I is coercive, φn is bounded H1, ϕn is bounded in H1/2 and, by Sobolev
embedding, relatively compact in Lploc for p ∈ [2, 3). From (2.6) follows that also µn is
bounded.

By (h1) V ∈ L∞(R3 \BR0) and for any ε > 0, the set Aε =
{
y ∈ R3 \BR0

∣∣ |V (y)| ≥ ε
}

is bounded.
Take a radial function χ ∈ C∞0 (R3), with values in [0, 1] such that χ(y) = 1 for y ∈ B1

and χ(y) = 0 for y ∈ R3 \B2 and let χ
R

(y) = χ(R−1y).
Taking R > R0 in such a way that Aε ⊂ BR we have

|(ϕn, (1− χ2
R

)V ϕn)
L2 | ≤ ε|ϕn|2L2

≤ ε.

We have, by assumption, I(φn)→ λ, G(φn) = |ϕn|2
L2

= 1 and

‖∇SI(φn)‖ = ‖dI(φn)− µndG(φn)‖ → 0.

where µn = µ(φn) and also, by (2.6)

(2.7) µn = I(φn)− 1

2
(∇SI(φn), φn)

H1 → λ.

Since χ depends only on y we have that

(2.8) dI(φn)[χ2
R
φn] = dI(χ

R
φn)[χ

R
φn]− 2c2‖ϕn∇yχR‖2L2

and since C‖φn‖H1 ≥ ‖χ2
R
φn‖H1 we have that
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on(1) = C‖∇I(φn)− µn∇G(φn)‖‖φn‖H1 ≥ |(∇I(φn)− µn∇G(φn), χ2
R
φn)

H1 |
≥ |dI(φn)[χ2

R
φn]| − |µn2 Re(ϕn, χ

2
R
ϕn)

L2 |
≥ 2I(χ

R
φn)− 2c2‖φn∇yχR‖2L2

− 2|µn||χRϕn|2L2

Now, by Sobolev compact embedding, for any given R > 0,

|χ
R
ϕn|L2 → 0 as n→ +∞.

Moreover,

‖φn∇χR‖2L2
≤ C sup

y∈R3

|∇χ
R
|2 ≤ C

R2

Since by Lemma 3-(i) we have

I(χ
R
φn) ≥ δ‖χ

R
φn‖2

H1

we may conclude (recalling that µn is bounded) that

‖χ
R
φn‖2

H1
≤ εn +

C

R
.

and hence by (h2) and (2.5) we get

|(χ
R
ϕn, V χRϕn)

L2 | ≤ a|(χRϕn, H0χRϕn)
L2 | ≤ a‖χRφn‖2H1

≤ εn +
C

R

for some εn → 0 and R arbitrarily large. �

Now we may conclude the existence of a minimizer for P
1
. We have the following Propo-

sition:

Proposition 2. Let φn be a minimizing Palais Smale sequence at level λ1 > 0 for I with
|(φn)tr|L2 = 1 (as in Lemma 5).

Then φn ⇀ φ 6≡ 0 in H1 and φ̃ = |φtr|−1
L2
φ is a minimizer for I on S, that is

I(φ̃) = λ1, |φ̃tr|L2 = 1.

Moreover φ̃ (and hence also φ) is a weak solution of the Neumann problem (E
1
).

Proof. Since I is coercive, φn is bounded (and weakly convergent) in H1, ϕn = (φn)tr is
bounded (and weakly convergent) in H1/2.

If by contradiction ϕn ⇀ ϕ ≡ 0, then by Lemma 5 we have

(ϕn, V ϕn)
L2 → 0.

Now, by (2.4) we get

I(φn)−mc2|ϕn|2
L2
≥ (ϕn, V ϕn)

L2 → 0.

On the other hand, by Lemma 3-(ii)

I(φn)−mc2|ϕn|2
L2

= I(φn)−mc2 → λ1 −mc2 < 0

a contradiction, that is ϕn ⇀ ϕ 6≡ 0.
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It follows from (2.6) that

µn = I(φn)− 1

2
(∇SI(φn), φn)

H1 → λ1

and hence, by weak convergence, we have

dI(φn)[h]− µndG(φn)[h]→ dI(φ)[h]− λ1dG(φ)[h] = 0 ∀h ∈ H1

hence in particular

0 = dI(φ)[φ]− λ1dG(φ)[φ] = 2I(φ)− 2λ1G(φ)

and we may conclude that φ̃ = G(φ)−1/2φ is a minimizer for I on S, namely

λ1 =
I(φ)

G(φ)
= I(G(φ)−1/2φ) = I(φ̃)

G(φ̃) = G(G(φ)−1/2φ) = 1

�

Now, we look for the existence of higher eigenvalues and corresponding eigenfunctions.
We proceed by induction.

Let λ1 be defined by (P1) and φ1 be the corresponding minimizer given by Proposition
2.

Assume we have defined, for j = 1, . . . , k − 1, λ1 ≤ · · · ≤ λj ≤ . . . ≤ λk−1 < mc2 and

φj ∈ H1, ϕj = (φj)tr ∈ H1/2 such that

(ϕi, ϕj)L2 = δij , i, j = 1, . . . , k − 1,

and

(P
j
) λj = I(φj) = inf

φ∈Xj

I(φ) j = 1, . . . , k − 1

where,

Xj =
{
φ ∈ H1

∣∣ G(φ) = |φtr|2L2 = 1, (φtr, ϕi)L2 = 0 for i = 1, . . . , j − 1
}
.

We define

(P
k
) λk = inf

φ∈Xk

I(φ)

Remark 5. Setting Gj(φ) = (ϕj , φtr)L2 , for j ≥ 1, we have that the linear functionals Gj are

bounded on H1 and for any φ, h ∈ H1

dGj(φ)[h] = (∇Gj(φ), h)
H1 = (ϕj , htr )L2 = Gj(h) j = 1, . . . k − 1.

Then Xk =
{
φ ∈ H1

∣∣ G(φ) = 1, Gj(φ) = 0, j = 1, . . . , k − 1
}

,

TφXk =
{
h ∈ H1

∣∣ (∇G(φ), h)H1 = 0, Gj(h) = 0, j = 1, . . . , k − 1
}

and the constrained gradient (i.e. the projection of the gradient of I on the tangent space
TφXk) is given by

∇XkI(φ) = ∇I(φ)− µ0(φ)∇G(φ)−
k−1∑
j=1

µj(φ)∇Gj(φ).
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Taking φ ∈ Xk we have that

(∇XkI(φ), φ)
H1 = (∇I(φ), φ)

H1 − µ0(φ)(∇G(φ), φ)
H1 −

k−1∑
j=1

µj(φ)(∇Gj(φ), φ)
H1

= 2I(φ)− 2µ0(φ)G(φ)−
k−1∑
j=1

µj(φ)Gj(φ) = 2I(φ)− 2µ0(φ)

and we deduce that

(2.9) µ0(φ) = I(φ)− 1

2
(∇XkI(φ), φ)

H1 .

Taking again φ ∈ Xk and i = 1, . . . , k − 1, from

(∇XkI(φ), φi)H1 =(∇I(φ), φi)H1 − µ0(φ)(∇G(φ), φi)H1 −
k−1∑
j=1

µj(φ)(∇Gj(φ), φi)H1

=dI(φ)[φi]− µ0(φ)2 Re(φtr, ϕi)L2 −
k−1∑
j=1

µj(φ)(ϕj , ϕi)L2

=dI(φ)[φi]− µi(φ)

we have that

(2.10) µi(φ) = dI(φ)[φi]− (∇XkI(φ), φi)H1

We say that φn ∈ Xk is a (constrained) Palais Smale sequence for I on Xk at level λk if
φn ∈ Xk,

I(φn)→ λk and ‖∇
Xk
I(φn)‖ → 0.

The proof of existence of a minimizer for (P
k
) proceeds as the proof of the existence of

the ground state φ1. The key points are the following two Lemmas.

Lemma 6. λ1 ≤ λk < mc2.

Proof. Let us consider any k-dimensional linear subspace Gk ⊂ C∞0 (R3;C).
For ϕ ∈ Gk ∩ S and η > 0 we let ϕη(y) = η3/2ϕ(ηy) ∈ S and

F ηk =
{
φ
η
∈ H1

∣∣ φ
η
(x, y) = e−mc

2x ϕ
η
(y), ϕ ∈ Gk ∩ S

}
.

Then, for any φ
η
∈ F ηk

I(φη )−mc2 =
1

2m

∫
R3

|∇ϕη |2 +

∫
R3

(ϕη , V ϕη )

=
η2

2m

∫
R3

|∇ϕ|2 +

∫
R3

V (η−1y)|ϕ|2

Arguing as in Lemma 3-(ii) and by compactness of the set Gk ∩ S, there exists η̄ > 0 such
that for any φη̄ ∈ F

η̄
k , we have

η̄2 1

2m

∫
R3

|∇ϕ|2 +

∫
R3

V (y/η̄)|ϕ|2 < 0

Since Xk ∩ F η̄k 6= ∅, we have λk ≤ supF η̄k
I(φ

η̄
) < mc2 . �
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Lemma 7. Let ζn ∈ Xk be a (constrained) Palais Smale sequence at level λk for I on Xk,
with gradient

∇XkI(ζn) = ∇I(ζn)− µ0(ζn)∇G(ζn)−
k−1∑
j=1

µj(ζn)∇Gj(ζn).

Then, as n→ +∞
µ0(ζn)→ λk µj(ζn)→ 0 (j = 1, . . . , k − 1)

Moreover, if ξn = (ζn)tr ⇀ 0 in H1/2 then

(ξn, V ξn)
L2 → 0.

Proof. We have that ζn ∈ Xk is such that

I(ζn)→ λk and ‖∇
Xk
I(ζn)‖ → 0.

Then ζn is bounded in H1 and from (2.9) we have, as n→ +∞

µ0(ζn) = I(ζn)− 1

2
(∇XkI(ζn), ζn)

H1 → λk.

Remark that, for all j ∈ {1, . . . , k − 1}

0 = ∇XjI(φj) = ∇I(φj)− µ0(φj)∇G(φj)−
j−1∑
i=1

µi(φj)∇Gi(φj).

and hence, for all ζn ∈ Xk and j ∈ {1, . . . , k − 1} we have that

dI(ζn)[φj ] = dI(φj)[ζn] = (∇I(φj), ζn)
H1

= µ0(φj)(∇G(φj), ζn)
H1 +

j−1∑
i=1

µi(φj)(∇Gi(φj), ζn)
H1 = 0.

From this we conclude, using (2.10), that

µj(ζn) = dI(ζn)[φj ]− (∇XkI(ζn), φj)H1 = −(∇XkI(ζn), φj)H1 → 0

for j = 1, . . . , k − 1.
We then proceed as in the proof of Lemma 5. Since ζn is a constrained Palais Smale

sequence, we have

on(1) = C‖∇
Xk
I(ζn)‖

H1 ‖ζn‖H1 ≥ |(∇Xk
I(ζn), χ2

R
ζn)|

H1

≥ |dI(ζn)[χ2
R
ζn]| − |µ0(ζn)(∇G(ζn), χ2

R
ζn)H1 |

− |
k−1∑
j=1

µj(ζn)(∇Gj(ζn), χ2
R
ζn)H1 |

≥ 2 I(χ
R
ζn)− 2c2‖ζn∇χR‖2L2

− 2|µ0(ζn)||χ
R
ξn|2L2 −

k−1∑
j=1

|µj(ζn)||χ
R
ξn|L2

where

‖ζn∇χR‖2L2
≤ C sup

y∈R3

|∇χ
R
|2 ≤ C

R2
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and by Sobolev compact embedding, for any given R > 0,

|χ
R
ξn|L2 → 0 as n→ +∞.

Moreover, |µj(ζn)| ≤ C for j = 0, . . . , k − 1.
Now, since I is coercive, exactly as in Lemma 5 we may conclude

‖χ
R
ζn‖2

H1
≤ εn +

C

R

and by (h2) and Lemma 2,

|(V χ
R
ξn, χRξn)

L2 | ≤ a‖χRζn‖2H1
≤ εn +

C

R

for εn → 0 as n→ +∞, R arbitrary large, and the Lemma follows. �

We are now ready to prove the following Proposition for the existence of a minimizer for
(P

k
).

Proposition 3. Let ζn ∈ Xk be a minimizing Palais Smale sequence for (P
k
).

Then ζn ⇀ φk in H1 and |(φk)tr|−1
L2
φk ∈ Xk is a minimizer for problem (P

k
), and a weak

solution of the Neumann problem (E
k
).

Proof. We proceed as in the proof of Lemma 2 to conclude that ζn ⇀ φk 6≡ 0.
We clearly have that Gj(φk) = 0 for j = 1, . . . , k − 1. We do not know if |ϕk|L2 = 1

(where ϕk = (φk)tr).
By Lemma 7 we have that

µ0(ζn)→ λk µj(ζn)→ 0 (j = 1, . . . , k − 1)

then by weak convergence we then have that for all h ∈ H1, as n→ +∞

(∇XkI(ζn), h)
H1 = dI(ζn)[h]− 2µ0(ζn) Re(ξn, htr)L2 −

k−1∑
j=1

µj(ζn)(ϕj , htr)L2

→ dI(φk)[h]− 2λk Re(ϕk, htr)L2 = 0.

We deduce, taking h = φk

0 = dI(φk)[φk]− 2λk|ϕk|2
L2

= 2I(φk)− 2λk|ϕk|2
L2

and we conclude that |ϕk|−1
L2
φk ∈ Xk is a minimizer for (P

k
). �

Remark 6. It follows from the above Theorem that

(2.11) ∇XkI(φk) = ∇I(φk)− λk∇G(φk) = 0.

To conclude the proof of Theorem 1 we prove that {λk}k≥1
∈ σdisc(H0 + V ) namely that

λk has finite multiplicity.
Indeed suppose that there exists an eigenvalue λk with infinite multiplicity. Then there

exists a corresponding sequence {ϕ(k)
n }n∈N ⊂ H1/2 of eigenfunctions corresponding to the

same eigenvalue λk. We will assume that |ϕ(k)
n |

L2 = 1 for all n ∈ N. Letting

φ(k)
n = F−1

y

[
e−x
√
m2c4+c2|p|2F [ϕ(k)

n ]
]
∈ Xk,
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by Lemma 2 we have I(φ
(k)
n ) = λk and ∇XkI(φ

(k)
n ) = 0. We deduce from this that ϕkn is

a bounded sequence in H1/2, since by orthogonality ϕ
(k)
n ⇀ 0 in L2, we have ϕ

(k)
n ⇀ 0 in

H1/2, therefore by Lemma 5 we get

(ϕ(k)
n , V ϕ(k)

n )L2 → 0 as n→ +∞

and from this we get a contradiction, namely λk = I(φ
(k)
n ) ≥ mc2.

Finally since eigenvalues can accumulate only on the essential spectrum, we may conclude
that

0 < λ1 ≤ .... ≤ λk−1 ≤ λk → inf{σess(v)} = mc2 for k → +∞.

3. Proof of Theorem 2

Take φk (and ϕk = (φk)tr) and λk as in Theorem 1, and take R > 0 and T > 0, we

set χ
T

(y) = ξR(y)g
T

(y) where ξR(y) = min{(|y| − R)+, 1} and g
T

(y) = min{e
β
c |y|, T}, we

introduce also the sets CR =
{

(x, y) ∈ R4
+

∣∣ R < |y| < R + 1
}

and DT =
{

(x, y) ∈ R4
+

∣∣
e
β
c |y| < T

}
where ξR and g

T
are respectively not constants.

From (2.11), (2.8) and (2.3) we have

0 =
1

2
dI(φk)[χ2

T
φk]− λk Re

(
ϕk, (χ

2
T
φk)tr

)
L2

=
1

2
dI(χ

T
φk)[χ

T
φk]− c2‖φk∇yχT ‖2

L2
− λk|χTϕk|2L2

= I(χ
T
φk)− c2‖φk∇yχT ‖2

L2
− λk|χTϕk|2L2

= I(χ
T
φk)− λk|χTϕk|2L2

− β2

∫∫
DT
|χ
T
φk|2 − c2

∫∫
CR
|∇yξR|2|gT φk|2

− 2cβ

∫∫
DT∩CR

y

|y|
· (∇yξR)ξR|gT φk|2

≥
∫∫

R4
+

|∂x(χ
T
φk)|2 + c2

∫∫
R4

+

|∇y(χ
T
φk)|2 + (m2c4 − β2)

∫∫
R4

+

|χ
T
φk|2

−
∫
R3

|V ||χ
T
ϕk|2 − λk

∫
R3

|χ
T
ϕk|2

− c2
∫∫
CR
|g
T
φk|2 − 2cβ

∫∫
DT∩CR

|g
T
φk|2

≥

(√
m2c4 − β2 − λk − sup

|y|≥R
|V (y)|

)∫
R3

|χ
T
ϕk|2 − C(R)

Then, given β <
√
m2c4 − λ2

k there exists R > 0 such that√
m2c4 − β2 − λk − sup

|y|≥R
|V (y)| > 0

and hence ∫
R3

|χ
T
ϕk|2 ≤ C
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with C independent on T . Using monotone convergence we can pass to the limit as T → +∞
to get

∫
|y|≥R

|e
β
c |y|ϕk|2 ≤ C

Namely, e
β
c |y|ϕk ∈ L2(R3 \BR).

4. Proof of Theorem 3

We need the following preliminary results.

Proposition 4. Let φk ∈ H1(R4
+) (and ϕk = (φk)tr) as in Theorem 1 and V ∈ L3

loc(U).
Then φk ∈ Lp(R+ × V) and ϕk ∈ Lp(V) for any p ≥ 2 and V ⊂⊂ U .

Proof. Take φk (and ϕk = (φk)tr) and λk as in Theorem 1, let v = Reφk. Take r, δ > 0
and y0 ∈ U such that the set Br+δ(y0) =

{
y ∈ R3

∣∣ |y − y0| ≤ r + δ
}
⊂ U . For n ∈ N,

let ξn(y) ∈ [0, 1] a cut off function radial, piecewise linear and such that ξn(y) = 1 if
|y| ≤ r + δ( 2

3 )n and ξn(y) = 0 if |y| ≥ r + δ( 2
3 )n−1.

Let T > 0, we set v
T

= min{v+, T}, ξ0
n(y) = ξn(y − y0) and χ

n,T
(x, y) = ξ0

n(y)vβn
T

(x, y)

where βn = ( 3
2 )n − 1. We introduce also the sets B0

n =
{
y ∈ R3

∣∣ ξ0
n(y) = 1

}
, C0

n ={
y ∈ R3

∣∣ |∇yξ0
n(y)| = 2

δ ( 3
2 )n

}
and DT =

{
(x, y) ∈ R4

+

∣∣ v+(x, y) < T
}

. We have

Br(y0) ⊂ B0
n+1 ⊂ B0

n ⊂ Br+δ(y0) and C0
n+1 ⊂ B0

n for any n ∈ N.
From

∫∫
R4

+

|∂x(χ
n,T
v)|2 =

∫∫
R4

+

(ξ0
n)2v2βn

T |∂xv|2 + β2
n

∫∫
DT

(ξ0
n)2v2βn

T |∂xv|2

+ 2βn

∫∫
DT

(ξ0
n)2v2βn

T |∂xv|2

≥(1 + βn)2

∫∫
DT

(ξ0
n)2v2βn

T |∂xv|2

we obtain

(4.1) β2
n

∫∫
DT

(ξ0
n)2v2βn

T |∂xv|2 ≤
β2
n

(1 + βn)2

∫∫
R4

+

|∂x(χ
n,T
v)|2
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while from

∫∫
R4

+

|∇y(χ
n,T
v)|2 =

∫∫
R4

+

(ξ0
n)2v2βn

T |∇yv|2 + β2
n

∫∫
DT

(ξ0
n)2v2βn

T |∇yv|2

+

∫∫
R4

+

|∇yξ0
n|2|vβnT v|2 + 2βn

∫∫
DT

ξ0
n(∇yξ0

n) · (∇yvT )v2βn−1
T

|v|2

+ 2

∫∫
R4

+

ξ0
nv

2βn
T v∇yξ0

n · ∇yv + 2βn

∫∫
DT

(ξ0
n)2v2βn

T |∇yv|2

=

∫∫
R4

+\DT
v2βn
T (v∇yξ0

n + ξ0
n∇yv)2 + (βn + 1)2

∫∫
DT

(ξ0
n)2v2βn

T |∇yv|2

+ 2(βn + 1)

∫∫
DT

ξ0
n(∇yξ0

n) · (∇yvT )v2βn−1
T

|v|2

≥ (βn + 1)
(
βn

∫∫
DT

(ξ0
n)2v2βn

T |∇yv|2 + 2

∫∫
DT

ξ0
n(∇yξ0

n) · (∇yvT )v2βn−1
T

|v|2
)
.

we deduce

(4.2) β2
n

∫∫
DT

(ξ0
n)2v2βn

T |∇yv|2 + 2βn

∫∫
DT

ξ0
n(∇yξ0

n) · (∇yvT )v2βn−1
T

|v|2

≤ βn
βn + 1

∫∫
R4

+

|∇y(χ
n,T
v)|2

Computations similar to those at the beginning of section 3, (we recall that v = Reφk),
leads to

0 =
1

2
dI(φk)[χ2

n,T
v]− λk Re

(
ϕk, (χ

2
n,T
v)tr

)
L2

= I(χ
n,T
v)− ‖v∂xχn,T ‖2L2

− c2‖v∇yχn,T ‖2L2
− λk|χn,T v|2L2

= I(χ
n,T
v)− λk|χn,T v|2L2

− β2
n

∫∫
DT

(ξ0
n)2v2βn

T
|∂xvT |2

− c2β2
n

∫∫
DT

(ξ0
n)2v2βn

T
|∇yvT |2 − c2

∫∫
R4

+

|∇yξ0
n|2|vβnT v|2

− 2c2βn

∫∫
DT

ξ0
n(∇yξ0

n) · (∇yvT )v2βn−1
T

v2
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Therefore we get, using (4.1) and (4.2)

0 =

∫∫
R4

+

|∂x(χ
n,T
v)|2 + c2

∫∫
R4

+

|∇y(χ
n,T
v)|2 +m2c4

∫∫
R4

+

|χ
n,T
v|2

− β2
n

∫∫
DT

(ξ0
n)2v2βn

T
|∂xvT |2 − c2β2

n

∫∫
DT

(ξ0
n)2v2βn

T
|∇yvT |2

− c2
∫∫

R4
+

|∇yξ0
n|2|vβnT v|2 − 2c2βn

∫∫
DT

ξ0
n(∇yξ0

n) · (∇yvT )v2βn−1
T

v2

+

∫
R3

V |(χ
n,T
v)tr|2 − λk

∫
R3

|(χ
n,T
v)tr|2

≥
(

1− βn
βn + 1

)
‖χ

n,T
v‖2H1 − c2

∫∫
R4

+

|∇yξ0
n|2|vβnT v|2

−
∫
R3

|V ||(χ
n,T
v)tr|2 − λk

∫
R3

|(χ
n,T
v)tr|2

Namely,

1

βn + 1
‖ξ0
nv

βn
T
v‖2H1

≤ c2
∫∫

R4
+

|∇yξ0
n|2|vβnT v|2 +

∫
R3

|V ||ξ0
n(vβn

T
v)tr|2 + λk

∫
R3

|ξ0
n(vβn

T
v)tr|2

Using Fatou’s Lemma and monotone convergence, we can pass to the limit as T → +∞
to get

(4.3)
1

αn
‖ξ0
nv

αn
+ ‖2H1

≤ c2
∫∫

R4
+

|∇yξ0
n|2|v

αn
+ |2 +

∫
R3

|V ||ξ0
n(v+)αntr |2 + λk

∫
R3

|ξ0
n(v+)αntr |2

where αn = βn + 1 = (3/2)n

For any M > 0, let A1 = {|V | ≤M}∩Br+δ(y0), A2 = {|V | > M}∩Br+δ(y0), then, since
V ∈ L3

loc(U), we have∫
R3

|V ||ξ0
n(v+)αntr |2 ≤

∫
A1

|V ||ξ0
n(v+)αntr |2 +

∫
A2

|V ||ξ0
n(v+)αntr |2

≤M
∫
A1

|ξ0
n(v+)αntr |2 +

(∫
A2

|V |3
)1/3(∫

A2

|ξ0
n(v+)αntr |3

)2/3
≤M |ξ0

n(v+)αntr |22 + ε(M)|ξ0
n(v+)αntr |23

now we take C ≥ max{( 2
δ c)

2,M + λk} and we get

‖ξ0
nv

αn
+ ‖2H1 ≤C

(
α3
n

∫∫
R+×C0

n

|vαn+ |2 + αn|ξ0
n(v+)αntr |22

)
+ αnε(M)|ξ0

n(v+)αntr |23
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Taking M sufficiently large, that is ε(M) sufficiently small, by Sobolev inequality we have

|(vαn+ )tr|2L2] (B0
n)

+ ‖vαn+ ‖2L2∗ (R+×B0
n) ≤ Kn

(
‖vαn+ ‖2L2(R+×C0

n) + |ξ0
n(vαn+ )tr|22

)
where 2] = 2N/(N − 1) = 3 (here N = 3) and 2∗ = 2N/(N − 2) = 4 (here N = 4) are the
critical Sobolev exponent for the embedding of H1/2(R3) in Lp(R3) and for the embedding
of H1(R4) in Lp(R4) and the constant Kn depend on n ∈ N .

Finally, since C0
n ⊂ B0

n−1 we may conclude

(4.4)

|(v+)αntr |2L2] (B0
n)
≤ Kn

(
‖vαn+ ‖2L2(R+×B0

n−1)
+ |(v+)αntr |2L2(B0

n−1)

)
‖vαn+ ‖2L2∗ (R+×B0

n)
≤ Kn

(
‖vαn+ ‖2L2(R+×B0

n−1)
+ |(v+)αntr |2L2(B0

n−1)

)
.

Then a bootstrap argument can start: since v+ ∈ H1(R4
+) we have v+ ∈ Lp(R4

+) for
p ∈ [2, 4] and (v+)tr ∈ Lq(R3) for q ∈ [2, 3], hence we can apply (4.4) with n = 1 to

deduce that (v+)tr ∈ L2]α1(B0
1) = L3(3/2)(B0

1) and v+ ∈ L2∗α1(R+ × B0
1) = L6(R+ × B0

1).
Since 2αn = 2]αn−1 < 2∗αn−1 we can then apply again (4.4) and, after n iterations, we
deduce that (v+)tr ∈ L3(3/2)n(B0

n), v+ ∈ L4(3/2)n(R+ × B0
n). Hence we may conclude that

(v+)tr ∈ Lp(Br(y0)) and v+ ∈ Lp(R+ ×Br(y0)) for all p ∈ [2,+∞) .
The same is clearly true for v− and hence for v = Reφk. Analogously we can argue for

Imφk and we get the result for ϕk = (φk)tr .
�

Proposition 5. Let φk ∈ H1(R4
+) (and ϕk = (φk)tr) as in Theorem 1. Then given any

R > R0 ( with R0 given in (h1)) we have φk ∈ Lp(R+ × (R3 \BR)) and ϕk ∈ Lp(R3 \BR)
for any p ∈ [2,∞] .

Proof. By (h1) we have V ∈ L∞(R3 \ BR0) for some R0 > 0. Take φk (and ϕk = (φk)tr)
and λk as in Theorem 1, let v = Reφk.

Take any δ > 0 and for n ∈ N let ξn(y) ∈ [0, 1] be a cut off function, radial, piecewise linear

and such that ξn(y) = 0 if |y| ≤ R0 + δ
∑n−1
k=0( 2

3 )k and ξn(y) = 1 if |y| ≥ R0 + δ
∑n
k=0( 2

3 )k.

Let T > 0, we set v
T

= min{v+, T} and χ
n,T

(x, y) = ξn(y)vβn
T

(x, y) where βn = ( 3
2 )n− 1.

We introduce also the sets Fn =
{
y ∈ R3

∣∣ ξn(y) = 1
}

, Cn =
{
y ∈ R3

∣∣ |∇yξ0
n(y)| = 2

δ ( 3
2 )n

}
and DT =

{
(x, y) ∈ R4

+

∣∣ v+(x, y) < T
}

. We have R3 \ BR0+δ ⊂ Fn+1 ⊂ Fn ⊂ R3 \ BR0

and Cn+1 ⊂ Fn for any n ∈ N.
Now we can repeat the estimates in the proof of Proposition 4 to deduce that also in this

case (4.3) holds, namely

1

αn
‖ξnvαn+ ‖2H1 ≤ c2

∫∫
R4

+

|∇yξn|2|vαn+ |2 +

∫
R3

|V ||ξn(vαn+ )tr|2 + λk

∫
R3

|ξn(vαn+ )tr|2

where also here αn = βn + 1 = (3/2)n.
Then taking a positive constant C ≥ max{( 2

δ c)
2, (supR3\BR0

|V |+ λk)} we get

‖ξnvαn+ ‖2H1 ≤ C

(
α3
n

∫∫
R+×Cn

|vαn+ |2 + αn

∫
R3

|ξn(vαn+ )tr|2
)

and again by Sobolev inequality and recalling that Cn ⊂ Fn−1
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|(v+)αntr |2L2] (Fn)
+ ‖vαn+ ‖2L2∗ (R+×Fn) ≤ C

(
α3
n‖v

αn
+ ‖2L2(R+×Fn−1) + αn|(v+)αntr |2L2(Fn−1)

)
Finally, we may conclude

(4.5)

|(v+)αntr |2L2] (Fn)
≤ C

(
α3
n‖v

αn
+ ‖2L2(R+×Fn−1) + αn|(v+)αntr |2L2(Fn−1)

)
‖vαn+ ‖2L2∗ (R+×Fn)

≤ C
(
α3
n‖v

αn
+ ‖2L2(R+×Fn−1) + αn|(v+)αntr |2L2(Fn−1)

)
.

Then, exactly as in the proof of Proposition 4, a bootstrap argument can start and after n
iterations, we deduce that (v+)tr ∈ L3(3/2)n(Fn), v+ ∈ L4(3/2)n(R+ × Fn). Hence we may
conclude that (v+)tr ∈ Lp(R3 \BR0+δ) and v+ ∈ Lp(R+ × (R3 \BR0+δ)) for all p ∈ [2,∞) .

To prove that actually (v+)tr ∈ L∞(R3 \ BR0+δ) and v+ ∈ L∞(R+ × (R3 \ BR0+δ)) we
can argue as follows. In view of (4.5) we have

|(v+)tr|2αn
L2]αn (Fn)

≤C
(
α3
n‖v+‖2αnL2αn (R+×Fn−1) + αn|(v+)tr|2αnL2αn (Fn−1)

)
≤M2

0 e2
√
αn
(
max{‖v+‖L2αn (R+×Fn−1), |(v+)tr|L2αn (Fn−1)}

)2αn
Moreover, since

‖vαn+ ‖L2] ≤ ‖vαn+ ‖
1/2
L2 ‖vαn+ ‖

1/2

L2∗

and Fn ⊂ Fn−1 we have

‖v+‖2αn
L2]αn (R+×Fn)

≤ ‖v+‖αnL2αn‖v+‖αnL2∗αn ≤
1

2
‖v+‖2αnL2αn +

1

2
‖v+‖2αnL2∗αn

≤M2
0 e2
√
αn
(
max{‖v+‖L2αn (R+×Fn−1), |(v+)tr|L2αn (Fn−1)}

)2αn
where the positive constant M0 > 1 is independent of n.
Hence, recalling also that 2]αn = 2αn+1, we get|(v+)tr|L2αn+1 (Fn) ≤M

1
αn

0 e
1√
αn max{‖v+‖L2αn (R+×Fn−1), |(v+)tr|L2αn (Fn−1)}

‖v+‖L2αn+1 (R+×Fn) ≤M
1
αn

0 e
1√
αn max{‖v+‖L2αn (R+×Fn−1), |(v+)tr|L2αn (Fn−1)}

We set An = max{‖v+‖L2αn (R+×Fn−1), |(v+)tr|L2αn (Fn−1)} then we have

An+1 ≤M
1
αn

0 e
1√
αn An ≤M

∑n
i=0

1
αi

0 e
∑n
i=0

1√
αi A0.

Since
+∞∑
i=0

1
√
αi

< +∞

then there exists a constant K independent on p such that |(v+)tr|Lp(R3\BR0+δ) < K and

‖v+‖Lp(R+×(R3\BR0+δ)) < K, for any p ≥ 2 and we deduce that (v+)tr ∈ L∞(R3 \ BR0+δ)

and v+ ∈ L∞(R+ × (R3 \BR0+δ)).
The same is clearly true for v− and hence for v = Reφk. Analogously we can argue for

Imφk and we get the result for ϕk = (φk)tr .
�
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Now we finally conclude the proof of Theorem 3 as follow
(i) : Recalling that φk ∈ H1(R4

+,C) is a weak solution of the Neumann problem−∂
2
xφk − c2∆yφk +m2c4φk = 0 in R4

+

∂φk
∂ν

+ V ϕk = λkϕk on ∂R4
+ = R3.

then following [2] we introduce

ψk(x, y) =

∫ x

0

φk(t, y) dt

we clearly have that ψk ∈ H1((0, r)×R3,C) for any r > 0 and we have (see [5, Proposition
3.9] for the details) that ψk is a weak solution of the following Dirichlet problem{

−∂2
xψk − c2∆yψk +m2c4ψk = f(x, y) in R4

+

ψk = 0 on ∂R4
+ = R3.

where f(x, y) = (λk − V (y))ϕk(y).
Now let us define

(ψk)odd(x, y) =

{
ψk(x, y) x ≥ 0

−ψk(−x, y) x < 0
and fodd(x, y) =

{
f(x, y) x ≥ 0

−f(x.y) x < 0

It is easy to check that (ψk)odd ∈ H1((−r, r) × R3,C) is a weak solution of the (linear)
second order elliptic problem

−∂2
xu− c2∆yu+m2c4u = fodd in R4.

Since by Proposition 5 fodd ∈ Lq((−r, r)× (R3 \BR)) for any q ∈ [2,∞], r > 0 and R > R0

we deduce by standard elliptic regularity that (ψk)odd ∈W 2,q((−r, r)×(R3\BR)) and hence
in particular φk = ∂xψk ∈W 1,q((0, r)× (R3 \BR)) .

(ii) : By Sobolev’s embedding ψk ∈ C1,α([0,+∞)× (R3 \BR)) for all α ∈ [0, 1]. Namely,
we get that φk = ∂xψk ∈ C0,α([0,+∞)× (R3 \BR)) and ϕk = φk(0, · ) ∈ C0,α(R3 \BR) for
any α ∈ [0, 1] and R > R0.

(iii): Since by Proposition 4 fodd ∈ Lq((−r, r)×V) for any q ∈ [2,∞), r > 0 and V ⊂⊂ U
we deduce by standard elliptic regularity that (ψk)odd ∈W 2,q((−r, r)×V) hence in particular

φk = ∂xψk ∈W 1,q((0, r)× V). Then by the trace Theorem we get ϕk ∈W 1− 1
q ,q(V) for any

q ∈ [2,∞) and V ⊂⊂ U and by Sobolev embedding ϕk ∈ C0,α(V) for any α ∈ [0, 1).
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[9] M. J. Esteban, M. Lewin, and E. Séré, Variational methods in relativistic quantum mechanics, Bull.

Amer. Math. Soc. (N.S.) 45 (2008), no. 4, 535–593.

[10] I. W. Herbst, Spectral theory of the operator (p2 + m2)1/2 − Ze2/r, Comm. Math. Phys. 53 (1977),

no. 3, 285–294.

[11] V. Kovalenko, M. Perelmuter, and Y. Semenov, Schrödinger operators with potentials, J.Math.Phys.
22 (1981), no. 5, 1033–1044.

[12] E. Lenzmann, Well-posedness for semi-relativistic Hartree equations of critical type, Math. Phys. Anal.

Geom. 10 (2007), no. 1, 43–64.
[13] E. H. Lieb and M. Loss, Analysis, Graduate Studies in Mathematics, no. 14, American Mathematical

Society, 1997.

[14] F. Nardini, Exponential decay for the eigenfunctions of the two-body relativistic Hamiltonian, J. Analyse
Math. 47 (1986), 87–109.

[15] A. J. O’Connor, Exponential decay of bound state wave functions, Comm. Math. Phys. 32 (1973),
319–340.

[16] B. Simon, Fifty years of eigenvalue perturbation theory, AMS-MAA Joint Lecture Series, American

Mathematical Society, Providence, RI, 1990, A joint AMS-MAA lecture presented in Louisville, Ken-
tucky, January 1990.

E-mail address, Coti Zelati: zelati@unina.it

(Coti Zelati) Dipartimento di Matematica Pura e Applicata “R. Caccioppoli”, Università di

Napoli “Federico II”, via Cintia, M.S. Angelo, 80126 Napoli (NA), Italy

E-mail address, Nolasco: nolasco@univaq.it

(Nolasco) Dipartimento di Ingegneria e Scienze dell’ informazione e Matematica , Università
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